
UEFI is required!! I converted the z620 machine (mwanafunzi) from legacy boot to uefi boot and 
switched the gpu from legacy to efi support. Here is the pastebin output from that.

This worked very well, with the tesla drivers, I got the m40 gpu to show up with all 24 GB of VRAM.

I tested this out with allennlp and it worked quite well. The m40 trained an rnn about as fast as my 
1070's. This is the worst case for this comparison because the 1070 has a higher clock rate but 
fewer cuda cores and rnn's are difficult to parallelize.

The additional vram allowed me to go up to 128 for the batch size.
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Trying to get tesla m40 into z620

http://paste.ubuntu.com/p/WQ4Gr79qq6/
https://wiki.ksteimel.duckdns.org/uploads/images/gallery/2020-03/ENxm40_login.png


However, my cooling solution for the m40 was insufficient. After about 1 epoch of training (5 
minutes of heavy usage) the temp exceeded 80 C and I had to end the workload. I was using a 
single NF 4x20A fan from noctua. However, these only provide 5 CFM of airflow. I purchased a 2 
pack of delta 40mm fans that achieve 10 CFM each. This should be enough airflow for operation. 
While the noise level is going up, it is only increasing from 17 dba to 35 dba (per the 
documentation for the respective products). since the z620 case fans are about 35 dba, this noise 
difference shouldn't be very noticable.

batch_size 32 tensorflow 1.14

AMD GPU build (RX580)

resnet50: 49.93 images per second

resnet 152: 20.83 images per second

inception v3: 20.03 images per second
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